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Abstract: A proposal in studies on Weak Reciprocity is that sentences with WR interpretation have 6 
a cumulative syntax and semantics. (Sternfeld, 1998; Beck, 2001, etc.) In Beck (2001), the author de- 7 
rives the WR interpretation using the cumulative operator. In this paper, we challenge the view that 8 
WR sentences involve cumulative operators by discussing some problems with Beck’s (2001) pro- 9 
posal on WR sentences. We will outline a new proposal on the structure of WR sentences using 10 
Skolemized covers. We derive the WR interpretation with pragmatic weakening instead of quanti- 11 
ficational weakness. By the end, we revisit the debate between Winter (2000) and Beck and Sauer- 12 
land (2000). We suggest that co-distributivity is involved in WR sentences, while cumulativity is 13 
not. 14 

Keywords: Reciprocity, Cumulativity, Non-maximality  15 
 16 

1. Introduction 17 

In this paper we will focus on reciprocal sentences as below.  18 

(1) The children kicked each other.  19 

(1) is true in a scenario where every child kicked some other child, and every child was 20 
kicked by some other child. The interpretation is referred to as Weak Reciprocity (WR). 21 
It can be formalized as below.  22 

(2) Weak Reciprocity (Langendoen, 1978) 23 

∀x[x≤A→∃y≤A[xRy∧x≠y]] & ∀y[y≤A→∃x≤A[xRy∧x≠y]] 24 

In (1), the children is the antecedent A of the reciprocal pronoun, kicked is the relation R 25 
involved. When the sentence is interpreted as WR, every individual in A must be the sub- 26 
ject of kick and the object of kick. Moreover, when an individual is the subject of kick, the 27 
object must be some other individual in A, and conversely when an individual is the ob- 28 
ject of kick, some other individual in A must be the subject.  29 

It has long been noticed that reciprocal sentences can have a range of interpretations. 30 
(Darymple et al., 1998) The interpretations differ in the strengths. For instance,  31 

(3) The three men knew each other.  32 

For (3), the most salient reading is that for each of the three men, he or she knew every 33 
other one of them. The interpretation is stronger than the one formalized in (2). Previous 34 
studies refer to this interpretation as Strong Reciprocity (SR), which can be formalized as 35 
below.  36 
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(4) Strong Reciprocity (SR) 37 

∀x≤A:∀y≤A[xRy∧x≠y] 38 

When a sentence is interpreted as SR, it is assumed that the relation holds between every 39 
two different individuals in the antecedent.  40 

The most salient interpretation of (5) is neither WR nor SR. The interpretation is that for 41 
each of the pirates, he or she stared at some other pirate(s). The interpretation is weaker 42 
than SR and WR.  43 

(5) The pirates stared at each other.  44 

This paper mainly discusses WR. A successful account of the meanings of sentences with 45 
reciprocals should offer a way of understanding why sometimes the interpretation is 46 
strengthened to SR or weakened to readings like in (5).  47 

An important feature of reciprocal sentences is that the antecedents must be plural. Re- 48 
ciprocal relations cannot hold with a singular item, as shown by the infelicity of (6). 49 

(6) # The child kicked each other.  50 

Given the close relation between reciprocal sentences and plurals, an account of recipro- 51 
cals necessarily involves studies on plurals. As for WR sentences, there are two main pro- 52 
posals which borrow existing studies in plurals to explain the WR interpretation. One 53 
proposal is that WR sentences involve the cumulative operator (Sternefeld, 1998). The cu- 54 
mulative operator is originally proposed for plural sentences with the cumulative infer- 55 
ence (Krifka, 1986). The other proposal is that pragmatic restriction derives the WR inter- 56 
pretation (Schwarzschild, 1996). Beck (2001) uses the cumulative operator as the main de- 57 
vice to derive WR, and she has some pragmatic restriction, namely ill-fitting covers (see 58 
Section 3), for cases like (5), which require further weakening. 59 

In this paper, we challenge Sternefeld and Beck’s view that the cumulative operator is 60 
needed to give rise to the WR interpretation. We provide evidence showing the absence 61 
of the cumulative operator. We propose a simplification of Beck’s account. We provide 62 
new empirical evidence showing the need for skolemized covers. This innovation im- 63 
proves the expressive power of cover and helps derive the WR interpretation.  64 

The paper will be as below. In section 2, we introduce the cumulative reading of plural 65 
sentences and the cumulative operator proposal. After that, we show how Beck derives 66 
WR with the cumulative operator. In section 3, we introduce how pragmatics plays a role 67 
in interpreting plural sentences. We will focus on Brisson’s proposal on non-maximality. 68 
We will show how Beck incorporates non-maximality into her proposal. In section 4, We 69 
provide two pieces of evidence challenging the view that the cumulative operator derives 70 
WR. The first is the locality condition. The second is the compatibility with quantifiers like 71 
all. In section 5, we outline a new proposal on the structure of WR sentences. The proposal 72 
is simpler than Beck (2001) with no cumulative operator involved, thus avoiding the prob- 73 
lems. WR sentences only make use of the distributive operator which is needed for inde- 74 
pendent reasons. WR sentences do not involve quantificational weakness, but non-maxi- 75 
mality effect. We extend Brisson’s account of non-maximality to certain new kinds of cases 76 
and suggest that cover takes a domain restriction variable. We derive the WR interpreta- 77 
tion with the updated cover. In section 6, we test some predictions of the proposal. In 78 
section 7, we discuss some potential problems to the current proposal and future direc- 79 
tions. 80 
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2. Deriving WR with the cumulative operator 81 
In this section, we discuss the proposal of deriving WR sentences with cumulative 82 

operators. We explain cumulative predication and the cumulative operator first before we 83 
discuss how Beck (2001) derives WR with the cumulative operator. 84 

2.1. The cumulative problem and the cumulative operator solution 85 

Plural predications can have different logical properties.  86 

(7) The men left.  87 

In (7), for the sentence to be true, it’s necessary for each of the men to leave. This reading 88 
is distributive, as what applies to the whole applies to each of the individuals 89 
distributively. Not all plural predications are distributive. 90 

(8) The men met.  91 

In (8), what applies to the whole does not apply to each individual distributively. For the 92 
sentence to be true, it is necessary for the men to form a group of meeters. This reading 93 
is collective, as the individuals mentioned collectively satisfy the predicate, while no 94 
individual satisfies the predicate by himself.  95 

Schwarzschild (1996) gives an elegant analysis to the distributive-collective distinction. 96 
Following previous studies, Schwarzschild makes use of the distributive operator. It 97 
applies the predicate to each part of the argument. A primary definition of the 98 
distributive operator is given below. 99 

(9) ⟦D⟧=λP〈e,t〉 .λxe.∀y[y≤x ⟶P(y)] 100 

The distributive operator takes a one-place predicate as its first argument, and an 101 
individual as its second argument. A sentence is true if and only if for each part of the 102 
individual, the predicate applies to the parts. While the semantics of the distributive 103 
operator involves the parts of the argument, it remains silent about how the 104 
mereological structure of the argument is determined. Schwarzschild represents the 105 
mereological structure of the argument in the semantics of the distributive operator, 106 
thus explaining the distributive and collective distinction. The distinction lies in how the 107 
mereological structure of the argument is understood. 108 

Schwarzschild proposes that the distributive operator distributes over a certain universe 109 
of discourse. As intuitively, there are always singular entities and plural entities, with 110 
the latter having the former as subparts, the universe of discourse is not flat. It has 111 
internal structures, where each item is in a cell of the universe. Cover, a concept in 112 
topology, is a good model of the above-mentioned universe of discourse, thus it is 113 
introduced to natural language semantics by Schwarzschild. The definition of cover is 114 
given below.  115 

(10) C is a cover of a set A if and only if: 116 

 a. C is a set of subsets of A 117 

 b. Every member of A belongs to some set in C 118 

 c. ∅ is not in C 119 
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The distributive operator is co-indexed with a contextually assigned cover, with the 120 
cover restricting the domain of the distributive operator. The updated definition of the 121 
distributive operator is as below.  122 

(11) ⟦Di ⟧g=λP_〈e,t〉 .λx_e.∀y[y≤x∧y∈covi⟶P(y)] 123 

As before, the distributive operator takes a predicate and an individual as its arguments. 124 
The difference is that the predicate applies not to every part of the argument, but to 125 
every part of the argument which is also a member of the contextually given cover. The 126 
distributive-collective distinction can now be captured by different possible covers.  127 

(12) Scenario: there are three men, A, B and C. 128 

The men danced.  129 

LF: [[The men] [D [danced]] 130 

∀x[x≤the men∧x∈cov→x danced] 131 

covi = {{A}, {B}, {C}…} 132 

covj = {{A, B, C} …} 133 

Given the LF, (12) means for all x such that x is a part of the men and x is in the cover, x 134 
danced. When the distributive operator is assigned covi, the sentence is true in a 135 
scenario where A danced, B danced, and C danced. A picture exemplifying the scenario 136 
will involve three solo dances. This is the distributive reading of the sentence. When the 137 
distributive operator is assigned covj, the sentence is true in a scenario where A, B and C 138 
danced together. A picture exemplifying the scenario will involve a joint dance by three 139 
performers. This is the collective reading of the sentence. For the rest of the section, we 140 
suppose by default that all covers are like covi in (12), where for the arguments the 141 
operator takes, each individual of the argument occupies an independent cell in the 142 
cover, so that each of the individual is distributed over by the predicate. Covers of other 143 
kind will be mentioned in Sec 3.  144 

The proposal works well so far, yet only one-place predicates are considered. When we 145 
think about two-place predicates, there is a reading which cannot be captured by 146 
existing tools.  147 

(13) The sides of R1 run parallel to the sides of R2. (Schwarzschild, 1998) 148 

 149 
 150 
 151 
 152 
 153 

 154 

(13) is true in a scenario where each side of R1 runs parallel to some sides of R2, each 155 
side of R2 is parallel to some sides of R1. Given the existing proposal on capturing the 156 
distributive and collective reading, we predict there are four possible readings of the 157 
sentences, i.e., the subject interpreted collectively, and the object interpreted collectively; 158 
the subject interpreted distributively, and the object interpreted collectively; the subject 159 

R1 

R2 
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interpreted collectively, and the object interpreted distributively; the subject interpreted 160 
collectively, and the object interpreted collectively. The LFs of the four readings are as 161 
represented below. 162 

(14) a. [[The sides of R1] [run parallel to [the sides of R2]]] 163 

b. [[The sides of R1] Di [run parallel to [the sides of R2]]] 164 

 ∀x(x≤the sides of R1∧x∈covi→x run parallel to the sides of R2) 165 

c. [[The sides of R1] [[the sides of R2] [Di [1[run parallel to t1]]]]] 166 

∀x(x≤the sides of R2∧x∈covi→the sides of R1 run parallel to x) 167 

d. [[The sides of R1] [Di [[the sides of R2] [Dj [1[run parallel to t1]]]]]] 168 

∀x(x≤the sides of R1∧x∈covi→∀y(y≤the sides of R2∧y∈covj→x run parallel to y) 169 

None of the above LFs captures the intended reading. The intended reading is that (13) is 170 
true in a scenario where each of the sides of R1 and each of the sides of R2 are involved in 171 
the parallel relation. The reading is weaker than the distributive interpretations. The 172 
distributive interpretations of the sentence will require each of the sides of R1 to be parallel 173 
to each of the sides of R2. The reading is also different from the collective interpretations. 174 
There is a grain of the distributive flavor in the intended reading which is necessary but 175 
absent in the collective interpretations. The intended interpretation wants each part of the 176 
subject to be the agent, and each part of the object to be the theme. The meaning is lost in 177 
collectivity. The cumulative inference poses a challenge, as it has a mixed flavor of both 178 
collectivity and distributivity.  179 

To formalize the interpretation of data like (13), Krifka (1986) introduces the cumulative 180 
operator, which gives a cumulative interpretation to two place predicates. A cumulative 181 
interpretation involves, as summarized by Champollion (2020), two entities in a 182 
symmetric cross-product-like relation.  183 

(15) ⟦**⟧=λP〈e,〈e,t〉〉 .λxe.λye.∀x' [x'≤x→∃y' [y'≤y∧P(x' )(y' )]]∧∀y' [y'≤y→ ∃x' [x'≤x∧P(x')(y' )]]. 184 

Beck (2000) gives the following updated definition of the cumulative operator by 185 
restricting the domain of the cumulative operator with covers, following Schwarzschild 186 
(1996).  187 

(16) ⟦**i ⟧g=λP〈e,〈e,t〉〉 .λxe.λye.∀x' [x'≤x∧x'∈covi→∃y' [y'≤y∧y'∈covi∧P(x' )(y' )]]∧∀y' 188 
[y'≤y∧y'∈covi→ ∃x' [x'≤x∧x'∈covi∧P(x')(y')]]. 189 

The cumulative operator takes a two-place predicate and two individuals, X and Y, as its 190 
arguments. For the sentence to be true, every part of the argument X which is also in the 191 
cover must be the subject of the relation, every part of the argument Y which is also in the 192 
cover must be the object of the relation. Moreover, when an individual in X is the subject 193 
of the relation, the object must be some individual in Y. Conversely, when an individual 194 
in Y is the object of the relation, some other individual in X must be the subject.  195 

We will show how the operator gives the cumulative interpretation to (13), repeated 196 
below as (17).  197 

(17) The sides of R1 run parallel to the sides of R2.  198 
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LF: [[The sides of R2] [the sides of R1] [**i [1[2[t1 run parallel to t2]]]]] 199 

(18) ⟦S⟧g= ∀x' [x'≤the sides of R1∧x'∈covi→∃y' [y'≤the sides of R2∧y'∈covi∧PARALLEL(x' 200 
)(y' )]]∧∀y' [y'≤the sides of R2∧y'∈covi→ ∃x' [x'≤the sides of R1∧x'∈covi∧PARALLEL(x' 201 
)(y' )]]. 202 

 203 

As defined in (16), the cumulative operator always takes a two-place predicate and adds 204 
a cumulative meaning to the predicate. To have a two-place predicate, some special 205 
syntactic movement is necessary. In (17), the subject the sides of R1 and the object the 206 
sides of R2 QR to sentence-initial positions, leaving behind a two-place predicate, as 207 
shown by the tree. The cumulative operator takes the predicate and gives the predicate a 208 
cumulative interpretation. The predicate thus means two arguments are in the run- 209 
parallel relation cumulatively. (17) is thus true when each of the sides of R1 runs parallel 210 
to some side of R2, and each of the sides of R2 runs parallel to some side of R1.  211 

There is more than one theory on cumulativity, yet this cumulative operator proposal by 212 
Krifka (1986), later extended by Beck and Sauerland (2000), is successful in many ways. 213 
The proposal derives the cumulative inference in a straightforward manner. Besides, the 214 
proposal gives a good explanation to the locality condition of cumulative sentences.  215 

The cumulative inference is local, as shown by the following pair of examples. 216 

(19) Beck and Sauerland (2000) 217 

a. Scenario: Max wants to marry a dentist named Ann; Peter wants to marry a 218 
dentist named Amy. 219 

Max and Peter want to marry two dentists. 220 
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b. Scenario: Max said that Bill married a dentist named Ann; Peter said that Bill 221 
married a dentist named Amy. 222 

# Max and Peter said that Bill married two dentists.  223 

The scenarios given in (19) force a cumulative reading of the sentences. (19)a is felicitous, 224 
while (19)b is not. (19)b cannot have a cumulative reading of Max and Peter and two 225 
dentists, it can only mean Max and Peter both said that Bill married two dentists. Under 226 
the cumulative operator proposal, the locality is explained. As in (17), QR is necessary 227 
for cumulativity. The cumulative operator takes two-place predicates, and two-place 228 
predicates are derived through QR. The locality of cumulativity comes from the locality 229 
of QR. As for (19), given that infinite clauses are not islands for QR, while finite clauses 230 
are, the cumulative inference is available in the former but not the latter. 231 

2.2. Beck (2001) 232 

We will show how Beck extends the cumulative operator proposal to WR sentences.  233 

Beck proposes that each other is a definite noun. Following Heim et al. (1993), reciprocals 234 
denote a group containing all members of the antecedent, minus the individuals which 235 
are distributed over. The definition is as below.  236 

(20) ⟦each other⟧g=ιx[x≤g(2)∧x≠g(1)]  237 

LF: [the[other1 of Pro2 ]] 238 

Each other takes two variables. One of them is a variable bound by the antecedent, the 239 
other is a pronoun which is co-referent to the antecedent. The reciprocal pronoun is a 240 
definite plural.  241 

With the semantics of each other and the distributive operator, one can derive the 242 
interpretation of reciprocal sentences. The LF is as below. 243 

(21) The women saw each other.  244 

LF: [[The women] [Di [1 [[the [other1 (of) Pro3]] [Dj [2 [t1 saw t2]]]]]] 245 

⟦S⟧g=∀z' [z'≤the women∧z'∈ covi→ ∀y[y≤ιx[x≤the women∧x≠z' ]∧y∈covj→ z' saw y]] 246 
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 247 

As mentioned in Sec 1, WR is weaker than the interpretation we derived above. As 248 
people introduce the cumulative operator to explain plural sentences which cannot be 249 
formalized using the distributive operator, people try to use the cumulative operator to 250 
derive WR. Based on previous study by Sternfeld (1998), Beck (2001) gives the following 251 
analysis to WR sentences.  252 

(22) The children kicked each other. 253 

LF: [Pro2 [the children]1 **i [1[2[t1 kicked [the [[other x1] (of) t2]] …] 254 

⟦S⟧g=∀z' [z'≤the children∧z'∈covi→∃y' [y'≤the children∧y'∈covi∧KICK(z' 255 
)(ιx[x≤y'∧x≠z'])]]∧∀y' [y'≤the children∧y'∈covi→ ∃z' [z'≤the 256 
children∧z'∈covi∧KICK(z' )(ιx[x≤y'∧x≠z'])]]. 257 

The sentence means for every child, there is some other child that he or she kicked. 258 
Besides, for every child, he or she is kicked by some other child.  259 

In this section, we review the cumulative operator approach to WR. We explain the 260 
cumulative inference and the cumulative operator. We also introduce how Beck extends 261 
the cumulative operator analysis to WR sentences. In the following section, we introduce 262 
another ingredient in Beck’s proposal, namely weakening through non-maximality. 263 

3. Non-maximality and WR 264 

An immediate problem with the cumulative operator analysis to WR is that there are 265 
many reciprocal sentences whose interpretation are not captured by the cumulative pro- 266 
posal.  267 

 268 
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(23) The pirates stared at each other.  269 

(23) is true in a scenario where every pirate stared at some other pirate, while not all pi- 270 
rates were stared at. This is weaker than the cumulative interpretation. Beck suggests 271 
that this is also an example of the WR. The meaning difference comes from pragmatic 272 
slackness, or the non-maximality effect. We will explain what is non-maximality before 273 
we introduce how Beck (2001) formalizes it. 274 

3.1.  The non-maximality effect 275 
Plural definites can allow for exceptions.  276 
(24) Bar-Lev (2021)  277 

Context: There was a clown at my kid’s birthday party. Someone asks me if they gave a funny 278 
performance. I reply:  279 
The kids laughed.  280 

 281 
The sentence above is judged true even if there were a few children who didn’t laugh. The plural 282 
noun thus has a non-maximal reading in the sentence.  283 
 284 
There are many proposals trying to explain the non-maximality effect. As their differences will not 285 
influence our discussion, we will only mention Brisson’s proposal here. Brisson (2003) formalizes 286 
the non-maximality effect based on Schwarzschild’s (1996) proposal on cover.  287 
 288 
The definitions of cover and cover-based distributive operator are repeated below. 289 
 290 
(25) C is a cover of a set A if and only if: 291 
 C is a set of subsets of A 292 
 Every member of A belongs to some set in C 293 
 ∅ is not in C 294 
 295 
(26) ⟦Di ⟧g=λP〈e,t〉 .λxe.∀y (y≤x∧y∈covi⟶P(y)) 296 
 297 
In Schwarzschild (1996), the cover of the distributive operator is a cover of the universe of discourse. 298 
In (12) we mention covers in which all subparts of the arguments taken by the distributive operators 299 
are in a cell with only other subparts of the same argument. We will show them again with (27).  300 
 301 
(27) Context: there are six children, a, b, c, d, e and f. m is not a child.  302 

The children danced.  303 
LF: [The children [D [danced]]] 304 
⟦S⟧g=∀y[y∈Cov∧y≤the children→y danced] 305 

 306 
Covi = {{a}, {b}, {c}, {d}, {e}, {f}, {m…} …} 307 
Covj = {{a, b, c, d, e, f}, {m…} …} 308 

 309 
(27) means for all y such that y is a subpart of the children and y is in the cover, y danced. Suppose 310 
the cover is Covi. Each of a, b, c, d, e and f is an of the children, and is in the cover. Thus, the sentence 311 
means a, b, c, d, e and f danced, or each of the children danced. Similarly, suppose the cover is Covj. 312 
The set containing a, b, c, d, e and f is in the cover. The sentence thus means that the group containing 313 
a, b, c, d, e and f danced. A commonality of Covi and Covj is that every individual of the children is 314 
included in a cell with nothing else or only some other children. Thus, when the distributive opera- 315 
tor takes the children as its argument, the predicate applies to all parts of the children. Covers like 316 
Covi and Covj are the so-called good-fit cover. The definition is given below.  317 
 318 
(28) Good fit (Brisson, 2003) 319 

For some cover of the universe of discourse Cov and some DP denotation X, Cov is a good fit 320 
with respect to X iff ∀y[y∈X→∃Z[Z∈Cov∧y∈Z∧Z⊆X]]. 321 

 322 
Good-fit cover is a relative notion. A distributive operator has a co-indexed cover as its domain 323 
restrictor, and it takes an entity and a one-place predicate as its arguments. A cover is good fit with 324 
respect to the entity taken by the distributive operator, if all parts of the entity is in a cell with 325 
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nothing else or only some other part of the entity in the cover, thus the predicate applies to all parts 326 
of the children collectively or distributively. Covers which are not good fit are ill-fitting. We give an 327 
example of ill-fitting covers below.  328 
 329 
(29) Context: there are six children, a, b, c, d, e and f. m is not a child. 330 

The children danced.  331 
LF: [The children [D [danced]]] 332 
⟦S⟧g=∀y[y∈Cov∧y≤the children→y danced] 333 
Covk = {{a}, {b}, {c}, {d}, {e}, {f, m…} …} 334 

 335 
As mentioned above, (27) means for all y such that y is a subpart of the children and y is in the cover, 336 
y danced. Besides, as given in the context, there are six children, a, b, c, d, e and f. m is not a child. 337 
In Cov_k, f, which is one of the children, is in a cell with a non-children m. Thus, given the semantics, 338 
the predicate does not apply to f. The children excluding f danced.  339 
 340 
Ill-fitting covers give rise to the pragmatic weakening of plural definites. As mentioned in Laserson 341 
(1999), people speak loosely. People often say things which are not precisely true but are close 342 
enough to truth for practical purposes. The pragmatic slackness is captured by ill-fitting covers. 343 
When the distributive operator takes an entity, and a part of the entity is in a cell with non-partici- 344 
pants in the cover, the part of the entity is in a pragmatic junkpile, which is silently ignorable at a 345 
particular moment. For instance, in (29), when Cov_k is used, f is silently ignorable. As long as 346 
almost all of the children danced, it’s enough to say the children danced.  347 
 348 
All, according to Brisson (2003), does not contribute any quantificational force. All eliminates from 349 
the set of all available covers any covers that are not a good fit with respect to the DP it is construed 350 
with. For the example above, all the children danced filtered out Cov_k. Thus, the sentences only 351 
have the maximal reading. 352 

3.2. Non-maximality and reciprocals 353 

In 3.1, we reviewed the non-maximal interpretation of plural definites and Brisson’s 354 
(1999) formalization of non-maximality in distributive sentences. As mentioned in (16) in 355 
2.1, Beck (2000) gives an updated definition of the cumulative operator based on cover. 356 
It is predicted that the non-maximality effect also exists in cumulative sentences and WR 357 
sentences. In this section, we show how Beck makes use of Brisson’s ill-fitting cover 358 
proposal to derive the interpretations of cumulative sentences and certain WR sentences.  359 

We will first show how Brisson’s ill-fitting proposal can be extended to certain 360 
cumulative sentences. Scha (1984) has a series of good examples of cumulative sentences 361 
with imprecise non-maximal interpretations. We borrow one of them here.  362 

(30) The sides of rectangle 1 cross the sides of rectangle 2. (Scha, 1984) 363 

 364 
 365 
 366 
 367 
 368 
 369 
 370 

(30) is a plural sentence with the cumulative inference. In the picture, two sides of R1 371 
cross two sides of R2. The scenario verifies (30), despite the fact that the cumulative 372 
inference requires each side of R1 to cross some side of R2, and each side of R2 to cross 373 
some side of R1. The plural definites in (30) have non-maximal interpretations in this 374 
scenario.  375 

R1 

R2 a 

c 

d 

a’ 
a’ 

b’ 

c’ 

d’ 
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The non-maximal reading of the cumulative sentence can be explained with Beck’s 376 
cumulative operator and Brisson’s ill-fitting covers. We repeat Beck’s definition of the 377 
cumulative operator below.  378 

(31) ⟦**_i ⟧=λP_〈e,〈e,t〉〉 .λx_e.λy_e.∀x^' [x^'≤x∧x^'∈cov_i→∃y^' 379 
[y^'≤y∧y^'∈cov_i∧P(x^' )(y^' )]]∧∀y^' [y^'≤y∧y^'∈cov_i→ ∃x^' 380 
[x^'≤x∧x^'∈cov_i∧P(x^' )(y^' )]]. 381 

The LF and semantics of (30) are given below.  382 

(32) The sides of rectangle 1 cross the sides of rectangle 2. 383 

LF: [[The sides of rectangle 1] [the sides of rectangle 2] [**i[2[1[t1 cross t2]]]]] 384 

⟦S⟧g= ∀x' [x'≤the sides of R1∧x'∈covi→∃y' [y'≤the sides of 385 
R2∧y'∈covi∧CROSS(x' )(y' )]]∧∀y' [y'≤the sides of R2∧y^'∈covi→ ∃x' [x'≤the sides of 386 
R1∧x'∈covi∧CROSS(x' )(y' )]]. 387 

The non-maximal interpretation can be derived with the following ill-fitting cover. 388 

(33) Covi={{d},{c},{a' },{b' },{a,b,c',d',t…}…}  389 

The sides of R1 and the sides of R2 are included in Cov_i. d and c of R1 are in 390 
independent cells, a’ and b’ of R2 are in independent cells. a and b of R1, c’ and d’ of R2 391 
are in a cell with t, which is neither sides or R1 nor sides of R2. They are thus in the 392 
pragmatic junkpile in the scenario, being silently ignored in the utterance.  393 

As non-maximality effect and ill-fitting covers exist in sentences with definite plurals, 394 
Beck (2001) suggests that the same holds for reciprocal sentences. It is observed that (34) 395 
is true in the scenario described in the picture below.  396 

(34) The pirates stared at each other.  397 

 398 

In the scenario, there are six pirates. Five pirates stared at some other pirate and was 399 
stared at by some other pirate. One pirate, namely pirate 6, was neither staring at other 400 
pirate nor being stared at by other pirates. The scenario verifies (34) according to Beck, 401 
and it can be derived with the cumulative operator and the ill-fitting cover. The LF and 402 
the semantics of (34) are given below.  403 

 404 

(35) The pirates stared at each other.  405 

LF: [Pro2 [the pirates]1 **i[1 [Cov [2 [Cov [t1 [stared at [the [other x1] (of) t2]]…] 406 

 ⟦S⟧g=∀z' [z'≤the pirates∧z'∈covi→∃y' [y'≤the 407 
pirates∧y'∈covi∧STAREAT(z' )(ιx[x≠z'∧x≤y' ])]]∧∀y' [y'≤the pirates∧y'∈covi→ ∃z' [z'≤the 408 
pirates∧z'∈covi∧STAREAT(z' )(ιx[x≠z'∧x≤y' ])]]. 409 
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According to Beck, (34) is an example of WR. The scenario which verifies the sentence is 410 
weaker than WR because of non-maximality or the ill-fitting cover. The ill-fitting cover 411 
chosen by the context in (34) is as below.  412 

(36) Covi={{p1 },{p2 },{p3 },{p4 },{p5 },{p6,q…}…}  413 

In the cover, pirates 1, 2, 3, 4 and 5 occupy individual cells in the cover. Pirate 6 is in a 414 
cell with some non-pirates, thus being silently ignored in the scenario. Thus, (34) is true 415 
in a scenario where five of the six pirates stared at some other pirate, and were stared at 416 
by some other pirate, while one of the pirates neither stared at some other pirate nor was 417 
stared at by some other pirate.  418 

In this section we reviewed the notion of non-maximality and Brisson’s proposal on 419 
formalizing it with ill-fitting covers. Together with Section 2, we show how Beck derives 420 
WR. Beck (2001) uses the cumulative operator as the main device in deriving WR, and 421 
she has some pragmatic restriction, namely ill-fitting covers, for cases which require 422 
further weakening. In the coming section, we will point out some problems with Beck’s 423 
proposal. 424 

4. Problems with Beck (2001) 425 

To derive the WR interpretation, Beck uses two weakening mechanisms, i.e., weakening 426 
by introducing the quantificationally weak cumulative operator, and weakening by prag- 427 
matics using ill-fitting covers. Beck uses the former as the main device. In this section, we 428 
challenge this choice. We give two pieces of evidence showing the absence of the cumula- 429 
tive operator.  430 

4.1. Syntactic arguments 431 

In Sec 2.1, we showed that the cumulative operator requires QR of the cumulated 432 
arguments, as shown in (17), repeated below as (37). 433 

(37) The sides of R1 run parallel to the sides of R2.  434 
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 435 

In Sec 2.2, we showed that Beck assumes that in WR sentences the cumulative operator 436 
helps give the WR interpretation. Similar to the cumulative sentence above, the 437 
antecedent of the reciprocal and a pronoun which is co-indexed with the antecedent 438 
inside each other need to QR, as shown in (22) above, repeated below as (38). 439 

(38) The children kicked each other.  440 

 441 
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The cumulative operator gives the predicate a cumulative interpretation, and the 442 
cumulated arguments need to QR. If we suppose that WR involves the cumulative 443 
operator, as proposed by Beck (2001), we predict that WR interpretation is possible only 444 
when QR of the antecedent and the pronoun are possible. We show one case where the 445 
prediction is contradicted below.  446 

First, we will show that quantifiers cannot take scope out of the possessor of a complex 447 
DP. (39) interprets as there is no such a president x such that x’s biography discusses x’s 448 
death. The quantifier no president can QR from the specifier position of the complex DP 449 
to scope over the bound variable his. 450 

(39) No president’s biography discusses his death.   451 

¬∃x[president(x)∧x' s biography discusses x' s death] 452 

When the quantifier is inside the possessor, however, the quantifier can no longer take 453 
scope out of the possessor. The intended reading of (40) is that there is no president such 454 
that the final chapter of some biography about him discusses his death. The 455 
interpretation is not available, showing that the quantifier nobody cannot QR from a 456 
complement embedded in the specifier of the complex DP to scope over the bound 457 
variable him. 458 

(40) Some biography about no president’s final chapter discusses his death. 459 

≠¬∃x[president(x)∧∃y[biogrphy(y)∧about(y)(x)∧ y' s final chapter discusses x' s death] 460 

The intended reading of (40) is that there is no president such that some biography 461 
about him’s final chapter discusses his death. The interpretation is not available, 462 
showing that the quantifier nobody cannot QR from the inside of the specifier of the 463 
complex DP to scope over the bound variable him.  464 

The contrast above shows that the specifier position of a complex DP is an island for QR. 465 
Quantifiers can QR from the specifier of a DP, but quantifiers cannot QR from the inside 466 
of the specifier of a DP.  467 

As mentioned above, the cumulative operator requires the cumulated arguments to QR. 468 
We show with (40) that the specifier of a DP is an island for QR. Beck assumes that in 469 
WR sentences, the antecedent and a pronoun which is co-indexed with the antecedent 470 
QR. We thus predict them to show up in places where QR can take place. It is not 471 
possible for the pronoun which is co-indexed with the antecedent to be inside the 472 
specifier of a DP. The prediction is not borne out, as shown by the example below.  473 

(41) The students graded each other’s papers. 474 

(41) is true in a scenario where every student graded the paper of some other student, 475 
and every student’s paper got graded by some other student. It has a WR interpretation. 476 
Following Beck (2001), the LF and syntactic structure of the sentence will be as below.  477 

(42) The students graded each other’s papers.  478 

LF: [Pro2 [the students]1 **[1[2[t1 graded [the [other x1 (of) t2]]’s papers]]]]] 479 
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 480 

In (42), as shown in the tree, each other is the specifier of a complex DP. The pronoun 481 
which is co-indexed with the antecedent in each other is inside the specifier of the 482 
complex DP. As mentioned above, the specifier of a complex DP is an island for QR. 483 
Thus, the pronoun cannot QR from the position it occupies in the sentence. If the QR 484 
cannot take place, we predict that it is no longer possible to have a two-place predicate 485 
for the cumulative operator to take, thus the cumulative interpretation and WR should 486 
be unavailable. This is not correct, as Ex (42) still has a WR interpretation.  487 

A natural question to ask is whether it is possible for the cumulative operator to take a 488 
two-place predicate without quantifier raising the arguments. It is possible, but the 489 
semantics cannot compose, as we will show below.  490 

(43) The students graded each other’s papers.  491 

LF: [ [the students2] [[** [graded]] [[the [other x1 (of) Pro2]]’s papers]]] 492 

In Ex (43), we have a two-place predicate graded. If we let the cumulative operator to 493 
take the predicate as its argument, and give it a cumulative inference, there will be an 494 
unbounded variable in each other, that is x1. One may QR the students to get the free 495 
variable bound, as in the LF below. 496 

(44) [ [the students] [1 [[t1 ** [graded]] [[the [other x1 (of) Pro2]]’s papers]]]] 497 

This LF is syntactically grammatical but semantically invalid. Its semantics is given in 498 
(45).  499 

(45)	 ⟦(44)⟧=∀x[x≤ιz' s papers[z≤the students∧z≠the students]→∃y[y≤the students∧y 500 
graded x]]∧∀y[y≤the students→∃x[x≤ιz' s papers[z≤the students∧ z≠the students]∧y 501 
graded x]] 502 

According to (45), (44) interprets as for all x such that x is the papers of the unique z who 503 
is a part of the students but not identical to the students, there exists y who is a part of 504 
the students, such that y graded x; besides, for all y who is a part of the students, there 505 
exists x who is the papers of the unique z who is a part of the students but not identical 506 
to the students, such that y graded x. When no distributive operators are involved, the 507 
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meaning of each other is not as intended. There is no such unique z which is a part of the 508 
students and not identical to the students. Thus, the interpretation of each other and the 509 
LF in (44) are wrong.  510 

As shown in (43) and (44), when no QR is involved, one gets false predictions. This 511 
emphasizes the necessity of QR for Beck’s proposal. The unavailability of QR and the 512 
cumulative reading and the availability of WR in the same context challenge the view 513 
that WR involves the cumulative operator. 514 

4.2. Universal quantifiers and cumulativity 515 

The availability of the cumulative interpretation is restricted. An early generalization is 516 
that cumulative quantification appears with non-upward monotone quantifiers. 517 
(Landman, 2000; Winter, 2001) Recent works try to give a more fine-grained description 518 
and explanation. Attempts include Zweig (2008, 2009), Champollion (2020) and 519 
Haslinger and Schmitt (2018), etc. We believe a complete description and explanation of 520 
the phenomenon requires a separate paper. Here, we only present one empirical 521 
generalization and show its implications to WR. It challenges the view that WR 522 
sentences involve cumulativity.  523 

It is observed that when certain quantifiers appear in the sentences, they block a 524 
cumulative interpretation of plural expressions in lower syntactic positions. All is one 525 
such quantifier.  526 

(57)  The students read ten books. 527 

(58)  # All the students read ten books. 528 

(57) has more than one interpretation, one of which is a cumulative interpretation such 529 
that each student read some of the ten books, and each of the ten books was read by 530 
some student(s). The reading is available in (57), but not available in (58). (58) only has 531 
the interpretation in which each of the student read ten possibly different books.  532 

The contrast does not show up when all is in the object, as shown below. 533 

(59)  Ten students read the books. 534 

(60)  Ten students read all the books. 535 

If reciprocal sentences are interpreted as WR because of cumulativity, we predict that 536 
when all shows up in the subject, the WR reading is not available for reciprocal 537 
sentences. The prediction is not borne out, as shown by the following pairs of examples.  538 

(61)  The pirates stared at each other.  539 

(62)  All the pirates stared at each other. 540 

(61) has a WR interpretation, such that each pirate stared at some other pirates, and each 541 
pirate was stared at by some other pirate. If WR comes from cumulativity, we predicted 542 
that when a cumulative interpretation is blocked, WR should not be available. In Ex (62), 543 
we have all in the subject of the sentence. It will block the cumulative interpretation, as 544 
we showed above, but Ex (62) still has a WR interpretation. It is true in the same 545 
scenarios where (61) is true. 546 
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(63) also has a WR interpretation, such that each student graded some other student’s 547 
paper, and each student’s paper was graded by some other students. The reading is still 548 
available in Ex (64). 549 

(63)  The students graded each other’s papers. 550 

(64)  All the students graded each other’s papers. 551 

There are other quantifiers which also block the cumulative readings, like every, most, 552 
etc. They can also be used with WR examples freely, although we will not go into details 553 
here. These examples challenge Beck’s (2001) proposal which explains the weak readings 554 
of reciprocal sentences with the cumulativity readings observed in plural sentences.  555 

5. Proposal 556 

Beck derives WR with the cumulative operator and ill-fitting covers, as explained in Sec- 557 
tion 2.2 and Section 3.2. In Section 4, we gave two pieces of evidence against the pro- 558 
posal that the cumulative operator is involved in deriving WR. In this section we will 559 
show that ill-fitting covers alone can derive WR without the cumulative operator. The 560 
new proposal will be theoretically simpler, and it avoids the above-mentioned problems. 561 

Before delving into the new proposal, a detour into the structure of covers is needed. We 562 
will show that the current proposal of covers is inadequate. It has a problem of under- 563 
generation. To fix the problem, a new proposal on covers is needed. We thus Skolemized 564 
covers, giving covers a more complicated structure and a stronger explanatory power. 565 

5.1. A Skolemized cover 566 

In this section we point out the problem with existing definition of covers and give an 567 
updated definition to them. First, we review the existing definition of covers.  568 

The distributive operator contains a universal quantifier in its semantics. Covers restrict 569 
the domain of the universal quantifier in the distributive operator, as shown below.  570 

(65) ⟦Di ⟧g=λP〈e,t〉 .λxe.∀y[y≤x∧y∈covi⟶P(y)] 571 

The distributive operator has an index. The index corresponds to a variable which is 572 
assigned a value from the context by the assignment function g. The variable is named 573 
cover. The distributive operator takes a predicate and an entity as its arguments. The 574 
predicate applies to the parts of the entity which are also members of the cover.  575 

Covers are variables over sets of sets. We repeat the definition of cover below.  576 

(66) C is a cover of a set A if and only if: 577 

 a. C is a set of subsets of A; 578 

 b. Every member of A belongs to some set in C; 579 

 c. ∅ is not in C. 580 

 581 
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The covers of distributive operators are sets of subsets of the universe of discourse. 582 
Covers provide partitions of the universe of discourse for the distributive operator to 583 
distribute over.  584 

There are cases where covers are quantificationally bound, and this requires an 585 
extension of the definition.  586 

(67) Scenario: Teacher Ta and Tb co-taught a class with 50 students, s1 to s50. They met 587 
with the students on two different occasions. When Ta was meeting with the students, s2 588 
and s3 were missing. When Tb was meeting with the students, s4 and s5 were missing. 589 
m is not a student. 590 

The teachers each met their students. 591 

LF: [[The teachers] [Di [[their students] [Dj [t1 met t2]]]] 592 

∀x(x≤the teachers∧x∈cov_i→∀y(y≤x^' s student∧y∈cov_j→x met y)) 593 

In (67), the cover of the lower distributive operator is bound by the teachers. For each 594 
teacher, a different cover of the universe of discourse is chosen, so that different students 595 
are silently ignored in the context, leading to different non-maximal interpretations of 596 
their students. We will show why the current definition of covers does not give us the 597 
intended interpretation below.  598 

(68) ⟦covi⟧ = {{Ta}, {Tb}, …} 599 

⟦covj⟧ = {{s1, s4, s5, s6, s7 …s50}, {s2, s3, m…} …} 600 

For (67), we suppose covi and covj have the values as above. Ta and Tb each occupy an 601 
individual cell in covi, thus the predicate applies to each of Ta and Tb. In covj, all the 602 
students except for s2 and s3 are in a cell, s2, s3 and a non-student m are in a cell, thus 603 
being silently ignored in the scenario. (67) thus means both Ta and Tb met every student 604 
except for s2 and s3. This is not the intended interpretation, where only Ta met every 605 
student except for s2 and s3.  606 

Note that other choices of covers will run into similar problems.  607 

(69) ⟦covi⟧ = {{Ta}, {Tb}, …} 608 

⟦covj⟧ = {{s1, s2, s3, s6, s7 …s50}, {s2, s3, m…} …} 609 

The covers in (69)give us the interpretation both Ta and Tb met every student except for 610 
s4 and s5. This is not the intended interpretation, where only Tb met every student 611 
except for s4 and s5. 612 

(70) ⟦covi⟧ = {{Ta}, {Tb}, …} 613 

⟦covj⟧ = {{s1, s6, s7 …s50}, { s2, s3, s4, s5, m…} …} 614 

The covers in (70) give us the interpretation both Ta and Tb met every student except for 615 
s2, s3, s4 and s5. This reading is weaker than the intended reading. Although it is verified 616 
in the scenario in (67), this cannot work as a general solution to the problem. Imagine an 617 
extreme scenario where for every student, there is a teacher who didn’t meet him. In that 618 
case, one needs a cover in which all the students are ignored. This does not fit with 619 
people’s intuition and understanding of the scenario. We conclude that under the 620 
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current definition of covers, there’s no way for them to be quantificationally bound.  621 
We thus give the following updates to covers.  622 

We propose that covers can have a more complicated structure than previously 623 
proposed. There are two types of covers. The first type of covers are as proposed in 624 
Schwarzschild (1996) and later used in Brisson and Beck (2001). The second type of 625 
covers are Skolem functions which take individual variables. The values of the Skolem 626 
functions and the individual variables are determined by the assignment function. The 627 
Skolem function maps the individuals to the covers. The new semantics of covers are as 628 
below.  629 

(71) ⟦covi1 ⟧g= g(i)  iff g(i)  is a cover of the universe of discourse. 630 

⟦covj2 ⟧g=g(j)  only if g(j)  is a function from entities to covers of the universe of 631 
discourse.  632 

We will show the explanatory power of the new semantics of covers with (67). 633 

(72) ⟦covi1 ⟧g = g(i) = {{Ta}, {Tb}} 634 

⟦covj2 pro1⟧g[1->Ta] = g(j)(Ta) = {{s1, s4, s5, s6, s7 …s50}, {s2, s3, m…} …} 635 

⟦covj2 pro1⟧g[1->Tb] = g(j)(Tb) = {{s1, s2, s3, s6, s7 …s50}, {s4, s5, m…} …} 636 

Covi is a Type 1 cover. It is contextually assigned a value. Each of Ta and Tb are an element 637 
of the cover, thus the predicate distributes to Ta and Tb. Covj takes a variable which is 638 
bound by the teachers. Its value co-varies with each teacher. When the variable equals Ta, 639 
then s2 and s3 are in a subset with non-students, thus being silently excludable in the 640 
context; when the variable equals Tb, then s4 and s5 is in a subset with non-students, thus 641 
being silently excludable in the context. For each teacher, the non-maximal interpretation 642 
of the students is different. This gives us the intended interpretation.  643 

It should be noted that the proposal we give to covers is reminiscent of previous studies 644 
on quantifier domain restrictions, as shown below.  645 

(73) Adapted from von Fintel (1994) 646 

Sweden is a funny place. Every tennis player looks like Bjorn Borg, and more men 647 
than women watch tennis on TV. But everyone dislikes foreign tennis players. 648 

(74) Adapted from Stanley and Szabo (2000) 649 

In some of my classes, every student failed.  650 

In (73), the expression everyone is most naturally interpreted as every Swedes. The 651 
domain of the quantifier every is people in Sweden, although in Sweden is not explicitly 652 
stated. In (74), the domain of the lower quantifier every student is quantificationally 653 
bound by the higher quantifier some of my classes. The meaning of the sentence is that in 654 
some of my classes, every student failed in that class. von Fintel (1994) proposes that 655 
quantifiers are indexed. The index corresponds to some Skolem function variables. The 656 
functions take individual variables and map the individuals to sets. The sets restrict the 657 
domain of the quantifiers. We leave an analysis on the relations between the two similar 658 
phenomena to future studies. As the current paper is concerned, it should be noted that 659 
empirically, quantifier domain restrictions in (73) or (74), and covers are independently 660 
needed. The former applies to nominal arguments, the latter applies to distributive 661 
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operators. The former is usually a set, the latter contains a set of subsets of the universe of 662 
discourse.  663 

5.2. Deriving WR 664 

In this section, we will show how the updated covers derive WR without the cumulative 665 
operator. We will use the distributive operator with covers instead.  666 

(75) The men hit each other. 667 

LF: [[The men] [[D covi] [1 [the [other x1 (of) Pro4]] [[D [covj pro1]] [2 [t1 [hit t2]]]] 668 

∀x(x≤the men∧x∈g(i)→∀y(y≤ιz[z∈g(4)∧z≠g(1)]∧y∈g(j)(pro1)→x hit y)) 669 

  670 

(75) is true in a scenario where there were four men, namely m1, m2, m3 and m4. n is not 671 
a man. m1 hit m2, m2 hit m1, m3 hit m4, m4 and m3. Each man hit some other man, and 672 
each man was hit by some other man. The following covers derive the intended 673 
interpretation.  674 

(76) ⟦covi1⟧g=g(i)={{m1},{m2},{m3},{m4}…} 675 

(77) ⟦covj2 pro1⟧ g[1->m1] = g(i)(m1)={{m2}, {m1, m3, m4, n…} …} 676 

⟦covj2 pro1⟧ g[1->m2] = g(i)(m2)={{m1}, {m2, m3, m4, n…}…} 677 

⟦covj2 pro1⟧ g[1->m3] =g(i)(m3)={{m4}, {m1, m2 , m3, n…}…} 678 

⟦covj2 pro1⟧ g[1->m4] =g(i)(m4)={{m3}, {m1, m2, m4, n…}…} 679 

Covi has a value as in (76). In the cover, each of the men occupies an individual cell. Thus, 680 
the predicate applies to each of the men. Covj takes a variable bound by the men. When 681 
assigned different values, the function maps the individual to different covers. When the 682 
variable equals m1, then m1, m3 and m4 are in a subset with non-men, thus being silently 683 
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excludable in the context. This gives us m1 hit m2. When the variable equals m2, then m2, 684 
m3 and m4 are in a subset with non-men, thus being silently excludable in the context. 685 
This gives us m2 hit m1. When the variable equals m3, then m1, m2 and m3 are in a subset 686 
with non-men, thus being silently excludable in the context. This gives us m3 hit m4. When 687 
the variable equals m4, then m1, m2 and m3 are in a subset with non-men, thus being 688 
silently excludable in the context. This gives us m4 hit m3. The covers above give us the 689 
WR interpretation.  690 

The proposal can also derive readings weaker than WR.  691 

(78) The students followed each other.  692 

(78) is true in a scenario where there are three students, s1, s2, and s3. Suppose t is not a 693 
student. s1 follows s2, and s2 follows s3. No other student followed any other student. The 694 
interpretation is weaker than WR, as not every student follows some other student, 695 
consider s3, who is not following any other student. Besides, not every student is followed 696 
by some other student, consider s1, who is the last one in the line.  697 

Dalrymple et al. (1998) and Beck (2001) propose that asymmetric relations like follow 698 
mean follow or precede in sentence like (78), thus the meaning can be derived in the same 699 
way WR sentences are derived. This proposal has some issues. For instance, if we suppose 700 
follow means follow or precede in sentences like (78), it is unexplained why the following 701 
sentence is less felicitous than (78).  702 

(79) # The two students followed each other.  703 

Under our proposal, examples like (78) can be derived as below.  704 

(80) The students followed each other.  705 

LF: [[The students] [[D covi] [1 [t1 [the [other x1 (of) Pro2]] [[D [covj pro1]] [2 [ 706 
followed t2]]]] 707 

∀x(x≤the students∧x∈g(i)→∀y(y≤ιz[z∈the students∧z≠x]∧y∈g(j)(pro1)→x followed 708 
y)) 709 

(81) ⟦covi1⟧ g = {{s1},{s2},{s3,t},…} 710 

(82) ⟦covj2 pro1⟧ g[1->s1] = {{s2},{s1, s3, t…}…} 711 

⟦covj2 pro1⟧ g[1->s2] = {{s3},{s1, s2, t…}…} 712 

⟦covj2 pro1⟧ g[1->s3] = {{s1, s2,	s3, t…}…} 713 

Covi has a value as in (81). In the cover, s1 and s2 occupy individual cells. s3 is in a cell with 714 
non-students. Thus, the predicate applies to s1 and s2 but not s3. Covj takes a variable 715 
bound by the students. When assigned different values, the function maps the individual 716 
to different covers. When the variable equals s1, then s1 and s3 are in a subset with non- 717 
student, thus being silently excludable in the context. This gives us s1 followed s2. When 718 
the variable equals s2, then s1 and s2 are in a subset with non-student, thus being silently 719 
excludable in the context. This gives us s2 followed s3. When the variable equals s3, then 720 
all students are in a subset with non-men, thus s3 did not follow anyone. The covers above 721 
give us the intended interpretation.  722 

5.3. Comparison with Beck (2001) 723 
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Beck (2001) uses both the cumulative operator and ill-fitting covers to derive the WR 724 
interpretation. We outline a proposal which derives WR using only ill-fitting covers 725 
without the cumulative operator. Thus, our proposal is theoretically simpler. In Section 4, 726 
we discuss two problems with Beck’s proposal. In this section, we show how our proposal 727 
avoids those problems.  728 

The quantifier raisings required in Beck (2001) and our proposal are different. Beck 729 
requires a pronoun inside each other to QR, our proposal requires each other to QR. We 730 
use (42) as an example, repeated below as (83).  731 

(83) The students graded each other’s papers.  732 

As mentioned in 4.1, Beck’s analysis for (83) is as below. We show that it is not possible to 733 
QR out from the inside of the specifier of a DP. (84), however, requires this illegal QR. 734 
Thus, (84) is not the correct analysis for (83). 735 

(84) Beck (2001) 736 

LF: [Pro2 [the students]1 **[1[2[t1 graded [the [other x1 (of) t2]]’s papers]]]]] 737 

 738 

Following our proposal, (83) is analyzed as (85). (83) is true in a scenario where for each 739 
part of the students which is also in covi, they graded the papers written by the parts of 740 
students who are in the cover which covj maps pro1 to.  741 

(85) LF: [[The students] [[D covi] [1 [t1 [ [the [other x1 (of) Pro4]] [[D [covj pro1]] [2 742 
[graded [t2’s papers]] …] 743 
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⟦(83)⟧=∀x[x≤the students∧x∈g(i)→∀y[y≤ιz[z≤the students∧z≠x]∧y∈g(j)(pro1 )→x 744 
graded y' s papers]] 745 

 746 

In 4.1, we show that although it is not possible for quantifiers to scope out of the specifier 747 
of a DP, it is possible if the quantifier is the specifier of the DP. In (85), we have each other 748 
being the specifier of a DP. It QR out of the DP. As that is not an island for QR, the 749 
movement is possible. Thus, our proposal obeys the island effect of QR.  750 

In 4.2, we show that certain quantifiers like all can block the cumulative reading. If we 751 
predict WR involves cumulativity, we predict WR to be unavailable in contexts where the 752 
cumulative reading is unavailable. We showed that the prediction was not borne out. Our 753 
proposal only makes use of the distributive operators. If a distributive sentence can be 754 
used with these quantifiers, WR sentences should allow these quantifiers, too. In contexts 755 
where a cumulative reading is unavailable, a distributive reading is always available, as 756 
shown below. 757 

(86) All the students wear the uniforms. 758 

√ Each student wears more than one uniform.  759 

From the discussions above, we see that our proposals avoid the problems mentioned in 760 
Section 4. It is thus not only theoretically simpler than Beck (2001), but also fits better with 761 
the facts.  762 

6. Forcing Maximality 763 

In the previous section, we outline a proposal which derives WR with ill-fitting covers. 764 
Thus, we predict the availability of WR to be determined by the availability of ill-fitting 765 
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covers. We will discuss two cases here. In 6.1, we discuss cases where ill-fitting covers are 766 
not preferred. We show that WR readings are also not preferred in these scenarios. In 6.2, 767 
we discuss cases will ill-fitting covers are highly infelicitous. We show that WR readings 768 
are also infelicitous in these scenarios. We thus prove the close relations between WR and 769 
ill-fitting covers.  770 

6.1. Small numbers and statives 771 

The availability of non-maximality effect is influenced by lexical factors. For instance, as 772 
observed by Yoon (1996), exceptions are easier to get for episodic predicates than stative 773 
predicates. It is reported that while it is very hard to allow exceptions in (89), it is easier 774 
to get non-maximal reading for sentences like (90). 775 

(87) Stative predicates (Yoon, 1996) 776 

The children (who are playing in the garden) are eight years old. 777 

(88) Episodic predicates (Yoon, 1996) 778 

The children (who ate pizza here last night) danced in the street.  779 

Now we consider reciprocal sentences in similar contexts. In (91) and (92) different 780 
predicates are used. An episodic verb is used in (91), a stative verb is used in (92). Under 781 
a WR interpretation, we expect the sentences to be true in a scenario where each child is 782 
in relation to some other child, and some individual is in relation to each child. It turns 783 
out that while (91) is natural in such a scenario, (92) is less natural.  784 

(89) Scenario: Every child kicked a small proportion of the other child, and each child 785 
was kicked by some other child.  786 

The children kicked each other.  787 

(90) Scenario: Every child knew a small proportion of the other child, and each child 788 
was known by some other child. 789 

? The children knew each other.  790 

Another observation that is mentioned by many is that when a small number of entities is 791 
the reference of the plural definite in the context, it is hard to get the non-maximality effect. 792 
For instance, while (94) allows a non-maximal reading, people are very reluctant to allow 793 
exceptions under the context in (93). 794 

(91) Bar-Lev (2021) 795 

Context: Someone asks me who among the five adults and the ten kids at the 796 
birthday party laughed. I reply:  797 

The kids laughed.  798 

(92) Bar-Lev (2021)  799 

Context: There was a clown at my kid’s birthday party. Someone asks me if they 800 
gave a funny performance. I reply:  801 

The kids laughed.  802 
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In (95) and (96), a same sentence appears under different contexts. For one of the contexts, 803 
the children refers to many children, in the other context, the children refers to three 804 
children. A WR interpretation predicts both sentences to be true in a scenario where each 805 
child kicked some other child, and some child kicked each child. It turns out that while 806 
such a reading is natural in (95), it is less natural in (96). 807 

(93) Context: there were many children who were involved in the mass fight. A child 808 
did not kick another child in the process. 809 

The children kicked each other.  810 

(94) Context: there are three children, namely John, Bill and Mary who were fighting. 811 
Mary did not kick Bill. 812 

? The children kicked each other.  813 

6.2. Forcing maximal interpretations 814 

As observed in Brisson (1998), all can remove the non-maximality effect of the associated 815 
nouns. Thus, we predict that when all is used in reciprocal sentences, certain 816 
interpretations may become unavailable.  817 

We repeat (78) as (97) below. As mentioned in 5.2, (97) can only be interpreted under ill- 818 
fitting covers. Given a finite line of students which fits to world knowledge, there must be 819 
a first one, who did not follow anyone, and a last one, who was not followed by anyone.  820 

(95) The students followed each other. 821 

(96) # All the students followed each other.  822 

If we remove the non-maximality of the agent with all, the sentence becomes infelicitous, 823 
as shown in (98). 824 

Some consultants judge (98) as natural. We give two arguments showing that it does not 825 
contradict our proposal. Following Lasersohn’s (1999) theory on non-maximality, 826 
operators like all do not strictly prohibit non-maximal readings. Instead, they narrow the 827 
interpretation down to be closer to the maximal interpretation. Thus, there’s always room 828 
for a non-maximal interpretation. 829 

Besides, for people who judge (98) as natural, the sentence becomes unnatural when we 830 
add more factors that remove non-maximality, as shown below.  831 

(97) ## All the three students followed each other.  832 

7. Remaining issues 833 

In this section we will discuss some potential problems of this current proposal and 834 
outline some potential future directions. 835 

This paper mainly discusses proposals on plural predication by Schwarzschild (1996), 836 
Beck and Sauerland (2000) and papers on cumulativity and reciprocals by Beck. We 837 
provide empirical evidence showing that reciprocal sentences with WR interpretation 838 
differs from characteristic cumulative sentences in their syntactic restrictions and 839 
compatibility with quantifiers like all. Many papers haven been written on cumulativity 840 
following the studies we discussed here. The nature of cumulativity is still a topic with 841 
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many discussions. Here, we want to highlight one potential future direction on the 842 
relation between reciprocal sentences and cumulativity.  843 

Winter (2000) gives a distributive analysis to examples like below. 844 

(98) Winter (2000) 845 

Scenario: At a shooting range, each soldier was assigned a different set of targets 846 
and had to shoot at them. At the end of the shooting we discovered that: 847 

The soldiers hit the targets.  848 

Sentences like (100) have the so-called co-distributive readings. The co-distributive 849 
reading is special in that the interpretation of the plural the targets is dependent on the 850 
plural the soldiers, so that for each soldier, he hit his targets. Winter (2000) derives the so- 851 
called co-distributive reading, which is very similar to the cumulative reading, with the 852 
distributive operator. Plurals like the targets are treated as dependent plurals, they 853 
contain a covert variable, which can be bound by higher quantifiers. Depending on the 854 
value of the variable, the interpretation of the dependent plural varies. Our proposal on 855 
Skolemized covers is reminiscent of Winter (2000). Winter (2000) Skolemized the definite 856 
plurals, we Skolemized the covers. For both proposals, we let the interpretation of a 857 
definite plural to vary with a higher quantifier.  858 

Two questions will follow this similar treatment between WR sentences and co- 859 
distributive sentences. A first question is what’s the relation between co-distributivity and 860 
cumulativity. A second question is what’s the relation between WR sentences and co- 861 
distributivity. Both questions need further studies, here we only give some tentative 862 
thoughts. For the first question, it is stated in the paper that whether the co-distributive 863 
reading and the cumulative reading are the same is an open question, although Winter 864 
(2000) and a recent paper by Minor (2022) provide evidence supporting the view that they 865 
are separate interpretations.  866 

For the second question, we will give a piece of data supporting the view that the co- 867 
distributive reading is different from the cumulative reading, while WR sentences behave 868 
more similar to the former than the latter. Co-distributive sentences, like WR sentences, 869 
can be used with all without a double distributive interpretation.  870 

(99) Scenario: there were a total of three participants. One participant stared at two 871 
zebras, another participant stared at five zebras, the last participants stared at three.  872 

# All the three participants stared at the ten zebras.  873 

(100) Scenario: there were a total of three participants. One participant stared at one zebra 874 
that was exhibited to him, another participant stared at three zebras that were exhibited 875 
to him, the last participants stared at two zebras that were exhibited to him.  876 

All the participants stared at the zebras.  877 

(101) Scenario: there were a total of three participants. They each stared at the other 878 
participant which was close to him.  879 

All the participants stared at each other. 880 

In (99), we have an example of a cumulative sentence. All is incompatible with the 881 
cumulative interpretation. In (100), we have a co-distributive example. With all, the co- 882 
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distributive interpretation is still available. These example show that reciprocal sentences 883 
are more similar to co-distributive sentences than cumulative sentences. 884 

 885 

 886 

  887 
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